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ALGORITHMIC ACCOUNTABILITY

Journalistic investigation of computational

power structures

Nicholas Diakopoulos

Every day automated algorithms make decisions that can amplify the power of businesses and

governments. Yet as algorithms come to regulate more aspects of our lives, the contours of

their power can remain difficult to grasp. This paper studies the notion of algorithmic account-

ability reporting as a mechanism for elucidating and articulating the power structures, biases,

and influences that computational artifacts exercise in society. A framework for algorithmic

power based on autonomous decision-making is proffered and motivates specific questions

about algorithmic influence. Five cases of algorithmic accountability reporting involving the

use of reverse engineering methods in journalism are then studied and analyzed to provide

insight into the method and its application in a journalism context. The applicability of trans-

parency policies for algorithms is discussed alongside challenges to implementing algorithmic

accountability as a broadly viable investigative method.

KEYWORDS accountability reporting; algorithms; computational journalism; data

journalism; robot journalists; transparency

Introduction

We are now living in a world where algorithms, and the data that feed them,

adjudicate a large array of decisions in our lives: not just search engines and personal-

ized online news systems, but educational evaluations, the operation of markets and

political campaigns, the design of urban public spaces, and even how social services

like welfare and public safety are managed. But algorithms can arguably make mistakes

and operate with biases. The opacity of technically complex algorithms operating at

scale make them difficult to scrutinize, leading to a lack of clarity for the public in

terms of how they exercise their power and influence.

Journalists are beginning to adapt their traditional watchdogging and account-

ability functions to this new wellspring of power in society. They are investigating

algorithms in order to characterize their power and delineate their mistakes and biases

in a process of what I call “algorithmic accountability reporting.” Examples span

everything from relatively straightforward comparisons and visualizations of statistical

models of unemployment correction (Ingraham 2014), to sophisticated reverse

engineering investigations of price discrimination online (Valentino-DeVries, Singer-Vine,

and Soltani 2012).
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Bearing
Account-able Witness
to the Ethical
Algorithmic System

Daniel Neyland1

Abstract
This paper explores how accountability might make otherwise obscure
and inaccessible algorithms available for governance. The potential import
and difficulty of accountability is made clear in the compelling narrative
reproduced across recent popular and academic reports. Through this
narrative we are told that algorithms trap us and control our lives,
undermine our privacy, have power and an independent agential impact, at
the same time as being inaccessible, reducing our opportunities for critical
engagement. The paper suggests that STS sensibilities can provide a basis
for scrutinizing the terms of the compelling narrative, disturbing the
notion that algorithms have a single, essential characteristic and a pre-
dictable power or agency. In place of taking for granted the terms of the
compelling narrative, ethnomethodological work on sense-making
accounts is drawn together with more conventional approaches to
accountability focused on openness and transparency. The paper uses
empirical material from a study of the development of an ‘‘ethical,’’
‘‘smart’’ algorithmic videosurveillance system. The paper introduces the
‘‘ethical’’ algorithmic surveillance system, the approach to accountability
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COMPUTING AND ACCOUNTABILITY 

Helen Wlssenbaum  
tcachcr stands brforr her sixth-srade class 
demandin!: to know who shot the spitball in her 
ear. She threatrns punishment for the whale class 
if somrone does not step forward. Eyes arc cast 
downward and nervous $&s arr suppressed as 
a boy in the back row slowly raises his hand. 

The boy in the back row has answered for 
his actions. WC do not know whrther he shot at 
thr tracher imcntionally or merely missed his 
true target, whether he artrd alone or under 
goading from classmates, or even whether thr 
spitball was in protest for an unrcasonabb action 
taken by the teacher. While all ofthese facton are 
relevant to determining a just response to the 
boy’saction, the boy, in acc~ptingresporlsibility 
for his action, has fulfilled the valoablc social 
obligation of accountability. 

In an increasingly compmcrizrd society, 
whew computing, and its broad application, 
brings dramatic changes to our way of life, and 
exposes us to harms and risks, accountability is 

A socK!ty “1 

pr~~lc~~ional ~on~n~u~ti~y) ! hat insists on accountability, in which agents are 
rxprttrd to answer lor tlwir work, signals esteem for high-quality work, and 
en~oorages diligcmt, rrsponsible practices. Furthermore, where lines ofaccount- 
ability arc maintained, they provide the foundations for just punishment as well 
as compensation for victims. By contrast, the absence ofaccountability means 
that no one answers for harms and risks. Insofar as they are regretted, they arc 
srcn as unfortunate accidents-consequences of a brave new technology. As with 
accidents due to natural disasters such as hurricanes and earthquakes, we 
sympathize with the victims’ losses, but do not demand accountability. 

This article maintains that accountability is systematically undermined in our 
computerized society-which, given the value ofaccountability to society, is a 
disturbing- loss. While this systematic erosion of accountability is not an 
inevitable consequence of computerization, it is the inevitable consequence of 
several factors working in unison--an overly narrow conceptual understanding 
ofaccountability, a set of assumptions about the capabilities and shortcoming-s 
ofcomputer systems, and a willingxcss to accept that the producers ofcomputer 
systems are not, in g-enrral, fully answerable for the impacts of their products. 
If not addressed, this erosion of accountability will mean that computers are ‘but 
ofcontrol” in an important and disturbing way. This article attempts to explain 
why there is a tendency toward diminished accountability for the impacts, harms, 
and risks of computing, and it offers recommendations for reversing it. 

My concern over accountability has grown alongside the active discussion 
within and about the computer profession regarding the harms and risks to 
society posed by computers and computerized systems. These discussions appeal 
to computer professionals,’ to the corporate producers of computer systems, 
and to government re&+tors, to pay more heed to system safety and reliability 
in order to reduce harms and risks [l, 12-14, 16, l&22,28]. Lives and well-being 
arc increasingly dependent on computerized systems. Greater numbers oflife- 
critical systems such as aircarft, spacecraft, other transportation vehicles, medical 
treatment machines, military equipment, and communications systems are con- 
trolled by computers. Increasing numbers of “quality-of-life-critical” systems, 
from the vast information systems (IS) supporting infrastructures of govcm- 
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BIG DATA’S DISPARATE IMPACT 
 

Solon Barocas* 
Andrew D. Selbst† 

 
Big data claims to be neutral. It isn’t.  
Advocates of algorithmic techniques like data mining argue that 

they eliminate human biases from the decision-making process. But an 
algorithm is only as good as the data it works with. Data mining can inherit 
the prejudices of prior decision-makers or reflect the widespread biases 
that persist in society at large. Often, the “patterns” it discovers are simply 
preexisting societal patterns of inequality and exclusion. Unthinking 
reliance on data mining can deny members of vulnerable groups full 
participation in society. Worse still, because the resulting discrimination is 
almost always an unintentional emergent property of the algorithm’s use 
rather than a conscious choice by its programmers, it can be unusually 
hard to identify the source of the problem or to explain it to a court. 

This Article examines these concerns through the lens of American 
anti-discrimination law—more particularly, through Title VII’s prohibition 
on discrimination in employment. In the absence of a demonstrable intent to 
discriminate, the best doctrinal hope for data mining’s victims would seem 
to lie in disparate impact doctrine. Case law and the EEOC’s Uniform 
Guidelines, though, hold that a practice can be justified as a business 
necessity where its outcomes are predictive of future employment outcomes, 
and data mining is specifically designed to find such statistical correlations. 
As a result, Title VII would appear to bless its use, even though the 
correlations it discovers will often reflect historic patterns of prejudice, 
others’ discrimination against members of vulnerable groups, or flaws in 
the underlying data. 

Addressing the sources of this unintentional discrimination and 
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Certifying and removing disparate impact

Michael Feldman
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University of Arizona

Suresh Venkatasubramanian
⇤

University of Utah

Abstract

What does it mean for an algorithm to be biased? In U.S. law, unintentional bias is encoded via
disparate impact, which occurs when a selection process has widely different outcomes for different
groups, even as it appears to be neutral. This legal determination hinges on a definition of a
protected class (ethnicity, gender, religious practice) and an explicit description of the process.

When the process is implemented using computers, determining disparate impact (and hence
bias) is harder. It might not be possible to disclose the process. In addition, even if the process is
open, it might be hard to elucidate in a legal setting how the algorithm makes its decisions. Instead
of requiring access to the algorithm, we propose making inferences based on the data the algorithm
uses.

We make four contributions to this problem. First, we link the legal notion of disparate impact
to a measure of classification accuracy that while known, has received relatively little attention.
Second, we propose a test for disparate impact based on analyzing the information leakage of the
protected class from the other data attributes. Third, we describe methods by which data might be
made unbiased. Finally, we present empirical evidence supporting the effectiveness of our test for
disparate impact and our approach for both masking bias and preserving relevant information in
the data. Interestingly, our approach resembles some actual selection practices that have recently
received legal scrutiny.

1 Introduction

In Griggs v. Duke Power Co. [15], the US Supreme Court ruled a business hiring decision
illegal if it resulted in disparate impact by race even if the decision was not explicitly
determined based on race. The Duke Power Co. was forced to stop using intelligence
test scores and high school diplomas, qualifications largely correlated with race, to make
hiring decisions. The Griggs decision gave birth to the legal doctrine of disparate impact,

⇤This research funded in part by NSF grant 1251049 under the BIGDATA program
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Is there an ethics of algorithms?

Felicitas Kraemer • Kees van Overveld •

Martin Peterson

Published online: 3 July 2010
! The Author(s) 2010. This article is published with open access at Springerlink.com

Abstract We argue that some algorithms are value-laden,
and that two or more persons who accept different value-

judgments may have a rational reason to design such

algorithms differently. We exemplify our claim by dis-
cussing a set of algorithms used in medical image analysis:

In these algorithms it is often necessary to set certain

thresholds for whether e.g. a cell should count as diseased
or not, and the chosen threshold will partly depend on the

software designer’s preference between avoiding false

positives and false negatives. This preference ultimately
depends on a number of value-judgments. In the last sec-

tion of the paper we discuss some general principles for

dealing with ethical issues in algorithm-design.

Keywords Algorithm ! Image analysis !
Medical technology ! False positive ! False negative

Introduction

The focus of this article is on ethical aspects of algorithms.
An algorithm is, roughly speaking, a finite sequence of

well-defined instructions that describe in sufficiently great

detail how to solve a problem. Both computers and humans
use algorithms for solving a wide range of problems.

However, in this paper we shall be exclusively concerned

with algorithms implemented in computers.
At first glance it might be tempting to conclude that

algorithms are value-free entities that do not, at least not in

their most abstract form, have any ethical dimensions.
However, in this article we argue that this commonsense

view about algorithms is false. Many, but not all, algo-

rithms implicitly or explicitly comprise essential value-
judgments. By an ‘essential value-judgment’ we mean the

following: If two algorithms are designed to perform the

same task, such as classifying a cell as diseased or non-
diseased, these algorithms are essentially value-laden if one

cannot rationally choose between them without explicitly

or implicitly taking ethical concerns into account. Another
way of saying this is that the algorithm cannot be designed

without implicitly or explicitly taking a stand on ethical

issues, some of which may be highly controversial.
If true, our claim about essentially value-laden algo-

rithms has to be taken seriously by software engineers who
design algorithms. If some algorithms are essentially value-

laden, i.e. if people who design algorithms cannot avoid

making ethical judgments about what is good and bad, then
it is reasonable to maintain that software designers are

morally responsible for the algorithms they design.1

Although the term ‘ethics of algorithms’ might have far-
reaching connotations, it nevertheless captures what is at

stake here. If our claim about essentially value-laden

F. Kraemer ! K. van Overveld ! M. Peterson (&)
Section for Philosophy and Ethics, Eindhoven University
of Technology, P.O. Box 513, 5600 MB Eindhoven,
The Netherlands
e-mail: m.peterson@tue.nl
URL: www.martinpeterson.org

F. Kraemer
e-mail: f.kraemer@tue.nl

K. van Overveld
e-mail: cvoverve@tue.nl

1 Software designers can, of course, be morally responsible also for
algorithms that are not essentially value-laden. A fatal accident
caused by a faulty algorithm can be (partially) blamed on the software
designer, irrespective of whether the algorithm is essentially value-
laden or not.
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COMMENT
INSTRUMENTS Could microscope 
found in mud be an original 
Leeuwenhoek? p.423

CONSERVATION Deforestation 
soaring in the Amazon, 
satellite data show p.423

CHEMISTRY Tracing the 
evolution of the lab, from 
furnace to fume hood p.422

ECONOMICS New metric 
captures accumulation of 
productive information p.420

STUART RUSSELL
Take a stand on  
AI weapons
Professor of computer science, 
University of California, Berkeley

The artificial intelligence (AI) and robotics 
communities face an important ethical 
decision: whether to support or oppose the 
development of lethal autonomous weapons 
systems (LAWS). 

Technologies have reached a point at 
which the deployment of such systems is — 
practically if not legally — feasible within 
years, not decades. The stakes are high: 
LAWS have been described as the third 
revolution in warfare, after gunpowder and 
nuclear arms. 

Autonomous weapons systems select and 
engage targets without human interven-
tion; they become lethal when those targets 
include humans. LAWS might include, for 
example, armed quadcopters that can search 
for and eliminate enemy combatants in a 
city, but do not include cruise missiles or 
remotely piloted drones for which humans 
make all targeting decisions. 

Existing AI and robotics components 
can provide physical platforms, perception, 
motor control, navigation, mapping, tactical 
decision-making and long-term planning. 
They just need to be combined. For exam-
ple, the technology already demonstrated for 
self-driving cars, together with the human-
like tactical control learned by DeepMind’s 
DQN system, could support urban search-
and-destroy missions.

Two US Defense Advanced Research 
Projects Agency (DARPA) programmes 
foreshadow planned uses of LAWS: Fast 
Lightweight Autonomy (FLA) and Collabo-
rative Operations in Denied Environment 
(CODE). The FLA project will program tiny 
rotorcraft to manoeuvre unaided at high 
speed in urban areas and inside buildings. 
CODE aims to develop teams of autono-
mous aerial vehicles carrying out “all steps 
of a strike mission — find, fix, track, target, 
engage, assess” in situations in which enemy 
signal-jamming makes communication with 
a human commander impossible. Other 

Ethics of artificial 
intelligence

Four leading researchers share their concerns 
and solutions for reducing societal risks from 

intelligent machines. 

BAE Systems’ Taranis drone has autonomous elements, but relies on humans for combat decisions.
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Algorithmic Bias: From Discrimination Discovery to
Fairness-aware Data Mining
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ABSTRACT

Algorithms and decision making based on Big Data have be-
come pervasive in all aspects of our daily lives lives (o✏ine
and online), as they have become essential tools in personal
finance, health care, hiring, housing, education, and poli-
cies. It is therefore of societal and ethical importance to ask
whether these algorithms can be discriminative on grounds
such as gender, ethnicity, or health status. It turns out that
the answer is positive: for instance, recent studies in the con-
text of online advertising show that ads for high-income jobs
are presented to men much more often than to women [5];
and ads for arrest records are significantly more likely to
show up on searches for distinctively black names [16].

This algorithmic bias exists even when there is no discrim-
ination intention in the developer of the algorithm. Some-
times it may be inherent to the data sources used (soft-
ware making decisions based on data can reflect, or even
amplify, the results of historical discrimination), but even
when the sensitive attributes have been suppressed from the
input, a well trained machine learning algorithm may still
discriminate on the basis of such sensitive attributes because
of correlations existing in the data. These considerations
call for the development of data mining systems which are
discrimination-conscious by-design. This is a novel and chal-
lenging research area for the data mining community.

The aim of this tutorial is to survey algorithmic bias, pre-
senting its most common variants, with an emphasis on the
algorithmic techniques and key ideas developed to derive ef-
ficient solutions. The tutorial covers two main complemen-
tary approaches: algorithms for discrimination discovery
and discrimination prevention by means of fairness-aware
data mining. We conclude by summarizing promising paths
for future research.

Keywords

Algorithmic bias; Discrimination discovery; Discrimination
prevention
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1. INTRODUCTION

At the beginning of 2014, as an answer to the growing
concerns about the role played by data mining algorithms in
decision-making, USA President Obama called for a review
of big data collecting and analysing practices. The resulting
report1 concluded that “big data technologies can cause so-
cietal harms beyond damages to privacy.” In particular, it
expressed concerns about the possibility that decisions in-
formed by big data could have discriminatory e↵ects, even
in the absence of discriminatory intent, further imposing less
favorable treatment to already disadvantaged groups.
In the data mining community, the e↵ort to design

discrimination-conscious methods has developed two groups
of solutions: (1) techniques for discrimination discovery
from databases [13] and (2) discrimination prevention by
means of fairness-aware data mining, developing data min-
ing systems which are discrimination-conscious by-design
[8]. Discrimination discovery in databases consists in the
actual discovery of discriminatory situations and practices
hidden in a large amount of historical decision records. Dis-
crimination prevention in data mining consists of ensuring
that data mining models automatically extracted from a
data set are such that they do not lead to discriminatory
decisions even if the data set is inherently biased against
protected groups. Di↵erent discrimination prevention meth-
ods have been proposed considering di↵erent data mining
algorithms such as näıve bayes models, logistic regression,
decision trees, hinge loss, support vector machines, adaptive
boosting, classification, and rule and pattern mining. Three
approaches are conceivable for discrimination prevention:
preprocessing by means of transforming the source data; in-
processing by means of integrating the anti-discrimination
constrains in the design of algorithm; postprocessing by
means of modifying the results of data mining models.

2. INTENDED AUDIENCE

The tutorial is at researchers interested in the technical
aspects behind the societal and ethical problems of discrim-
ination and privacy introduced by data mining and machine
learning algorithms. No special knowledge is assumed other
than familiarity with algorithmic techniques from a standard
computer science background.

3. OUTLINE

The tutorial is structured in three main technical parts,
plus a concluding part where we discuss future research

1http://www.whitehouse.gov/sites/default/files/docs/big
data privacy report may 1 2014.pdf

Equality of Opportunity in Supervised Learning

Moritz Hardt Eric Price Nathan Srebro

October 11, 2016

Abstract

We propose a criterion for discrimination against a specified sensitive attribute in su-
pervised learning, where the goal is to predict some target based on available features.
Assuming data about the predictor, target, and membership in the protected group are avail-
able, we show how to optimally adjust any learned predictor so as to remove discrimination
according to our definition. Our framework also improves incentives by shifting the cost of
poor classification from disadvantaged groups to the decision maker, who can respond by
improving the classification accuracy.

In line with other studies, our notion is oblivious: it depends only on the joint statistics of
the predictor, the target and the protected attribute, but not on interpretation of individual
features. We study the inherent limits of defining and identifying biases based on such
oblivious measures, outlining what can and cannot be inferred from di↵erent oblivious tests.

We illustrate our notion using a case study of FICO credit scores.

1 Introduction

As machine learning increasingly a↵ects decisions in domains protected by anti-discrimination
law, there is much interest in algorithmically measuring and ensuring fairness in machine
learning. In domains such as advertising, credit, employment, education, and criminal justice,
machine learning could help obtain more accurate predictions, but its e↵ect on existing biases
is not well understood. Although reliance on data and quantitative measures can help quantify
and eliminate existing biases, some scholars caution that algorithms can also introduce new
biases or perpetuate existing ones [BS16]. In May 2014, the Obama Administration’s Big Data
Working Group released a report [PPM+14] arguing that discrimination can sometimes “be the
inadvertent outcome of the way big data technologies are structured and used” and pointed
toward “the potential of encoding discrimination in automated decisions”. A subsequent White
House report [Whi16] calls for “equal opportunity by design” as a guiding principle in domains
such as credit scoring.

Despite the demand, a vetted methodology for avoiding discrimination against protected
attributes in machine learning is lacking. A naïve approach might require that the algorithm
should ignore all protected attributes such as race, color, religion, gender, disability, or family
status. However, this idea of “fairness through unawareness” is ine↵ective due to the existence
of redundant encodings, ways of predicting protected attributes from other features [PRT08].

Another common conception of non-discrimination is demographic parity. Demographic
parity requires that a decision—such as accepting or denying a loan application—be independent
of the protected attribute. In the case of a binary decision bY 2 {0,1} and a binary protected
attribute A 2 {0,1}, this constraint can be formalized by asking that Pr{bY = 1 | A = 0} = Pr{bY =
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Toward an Ethics
of Algorithms:
Convening,
Observation,
Probability, and
Timeliness

Mike Ananny1

Abstract
Part of understanding the meaning and power of algorithms means asking
what new demands they might make of ethical frameworks, and how they
might be held accountable to ethical standards. I develop a definition of
networked information algorithms (NIAs) as assemblages of institutionally
situated code, practices, and norms with the power to create, sustain, and
signify relationships among people and data through minimally observable,
semiautonomous action. Starting from Merrill’s prompt to see ethics as the
study of ‘‘what we ought to do,’’ I examine ethical dimensions of contem-
porary NIAs. Specifically, in an effort to sketch an empirically grounded,
pragmatic ethics of algorithms, I trace an algorithmic assemblage’s power to
convene constituents, suggest actions based on perceived similarity and
probability, and govern the timing and timeframes of ethical action.

1University of Southern California, Los Angeles, CA, USA
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Can an Algorithm be
Agonistic? Ten
Scenes from Life in
Calculated Publics

Kate Crawford1,2,3

Abstract
This paper explores how political theory may help us map algorithmic logics
against different visions of the political. Drawing on Chantal Mouffe’s the-
ories of agonistic pluralism, this paper depicts algorithms in public life in ten
distinct scenes, in order to ask the question, what kinds of politics do they
instantiate? Algorithms are working within highly contested online spaces of
public discourse, such as YouTube and Facebook, where incompatible
perspectives coexist. Yet algorithms are designed to produce clear ‘‘win-
ners’’ from information contests, often with little visibility or accountability
for how those contests are designed. In isolation, many of these algorithms
seem the opposite of agonistic: much of the complexity of search, ranking,
and recommendation algorithms is nonnegotiable and kept far from view,
inside an algorithmic ‘‘black box.’’ But what if we widen our perspective?
This paper suggests agonistic pluralism as both a design ideal for engineers
and a provocation to understand algorithms in a broader social context:

1Microsoft Research New England, Cambridge, MA, USA
2MIT Center for Civic Media, Cambridge, MA, USA
3NYU Information Law Institute, New York, NY, USA
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The Relevance of Algorithms 
Tarleton Gillespie 
 

forthcoming, in Media Technologies, ed. Tarleton Gillespie, Pablo Boczkowski, 

and Kirsten Foot. Cambridge, MA: MIT Press. 

 

 

Algorithms play an increasingly important role in selecting what information is considered most 

relevant to us, a crucial feature of our participation in public life. Search engines help us navigate 

massive databases of information, or the entire web. Recommendation algorithms map our 

preferences against others, suggesting new or forgotten bits of culture for us to encounter. 

Algorithms manage our interactions on social networking sites, highlighting the news of one 

friend while excluding another's. Algorithms designed to calculate what is "hot" or "trending" or 

"most discussed" skim the cream from the seemingly boundless chatter that's on offer. Together, 

these algorithms not only help us find information, they provide a means to know what there is to 

know and how to know it, to participate in social and political discourse, and to familiarize 

ourselves with the publics in which we participate. They are now a key logic governing the flows 

of information on which we depend, with the "power to enable and assign meaningfulness, 

managing how information is perceived by users, the 'distribution of the sensible.'" (Langlois 

2012) 

Algorithms need not be software: in the broadest sense, they are encoded procedures for 

transforming input data into a desired output, based on specified calculations. The procedures 

name both a problem and the steps by which it should be solved. Instructions for navigation may 

be considered an algorithm, or the mathematical formulas required to predict the movement of a 

celestial body across the sky. "Algorithms do things, and their syntax embodies a command 

structure to enable this to happen" (Goffey 2008, 17). We might think of computers, then, 

fundamentally as algorithm machines -- designed to store and read data, apply mathematical 

procedures to it in a controlled fashion, and offer new information as the output. But these are 

procedures that could conceivably be done by hand -- and in fact were (Light 1999). 

But as we have embraced computational tools as our primary media of expression, and 

have made not just mathematics but all information digital, we are subjecting human discourse 
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1. Algorithms have developed into somewhat of a modern myth. They “compet[e] for our living 
rooms” (Slavin 2011), “determine how a billion plus people get where they’re going” (McGee 
2011), “have already written symphonies as moving as those composed by Beethoven” (Steiner 
2012), “allow self-determined action on the Internet but also contain aspects of control over this 
action” (Institute for Media Archeology 2011), and “free us from sorting through multitudes of 
irrelevant results” (Spring 2011). How do they do all this, and more? What exactly are 
algorithms “doing,” and what are the implications? Can an algorithm “do” anything? And who or 
what are “algorithms” anyway? 
 
2. This provocation piece addresses the recent rise of algorithms as an object of interest in 
research, policy, and practice. It does so through a series of provocations that aim to trouble the 
coherence of the algorithm as an analytic category and to challenge some of the assumptions that 
characterize current debates. The goal of this piece is thus to stimulate discussion and provide a 
critical backdrop against which the Governing Algorithms conference can unfold. It asks whether 
and how we can turn the “problem of algorithms” into an object of productive inquiry. 

Algorithms, the very idea 

3. To judge from the steady increase in algorithm-themed workshops, conference sessions, and 
media mentions over the past twelve months, algorithms have become a hot topic (indeed, this 
very conference bears testimony to that). Examples include a recent double session on “The 
Politics of Algorithms” at the Annual Meeting of the Social Studies of Science (4S); a session on 
“Automated Trading” that picked up on very similar issues in finance; related workshops on 
“Code and Control in Online Spaces” in Hamburg and “Algorithms and Markets” at the London 
School of Economics; blogs like “Culture Digitally” that regularly write about algorithms and 
“#algopop” that tracks their appearance in popular culture; a new research project on 
“Algorithmic Living” at the Intel Science and Technology Center for Social Computing; myriad 
press articles on everything from algorithmic matchmaking to algorithms’ human helpers; and a 
series of books, including “Automate This” (Steiner 2012) and “The Black Box Society” 
(Pasquale, forthcoming). How may we account for this growing interest in algorithms?  
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Heuristics of the algorithm: Big Data,
user interpretation and institutional
translation

Göran Bolin and Jonas Andersson Schwarz

Abstract
Intelligence on mass media audiences was founded on representative statistical samples, analysed by statisticians at the
market departments of media corporations. The techniques for aggregating user data in the age of pervasive and
ubiquitous personal media (e.g. laptops, smartphones, credit cards/swipe cards and radio-frequency identification)
build on large aggregates of information (Big Data) analysed by algorithms that transform data into commodities.
While the former technologies were built on socio-economic variables such as age, gender, ethnicity, education,
media preferences (i.e. categories recognisable to media users and industry representatives alike), Big Data technologies
register consumer choice, geographical position, web movement, and behavioural information in technologically complex
ways that for most lay people are too abstract to appreciate the full consequences of. The data mined for pattern
recognition privileges relational rather than demographic qualities. We argue that the agency of interpretation at the
bottom of market decisions within media companies nevertheless introduces a ‘heuristics of the algorithm’, where the
data inevitably becomes translated into social categories. In the paper we argue that although the promise of algorith-
mically generated data is often implemented in automated systems where human agency gets increasingly distanced from
the data collected (it is our technological gadgets that are being surveyed, rather than us as social beings), one can
observe a felt need among media users and among industry actors to ‘translate back’ the algorithmically produced
relational statistics into ‘traditional’ social parameters. The tenacious social structures within the advertising industries
work against the techno-economically driven tendencies within the Big Data economy.

Keywords
Big Data, algorithms, surveillance, media industries, media use, digital media

Introduction

In the age of the mass media, intelligence on audiences
was mainly founded on representative statistical
samples, analysed by statisticians at the market depart-
ments of media corporations. The techniques for aggre-
gating user data in the age of pervasive and ubiquitous
personal and mobile media (e.g. laptops, smartphones,
credit cards/swipe cards and radio-frequency identifica-
tion (RFID)) build on large, algorithmically produced
aggregates of information that are the basis for the
construction of the audience commodity. While mass
media audience intelligence was premised on socio-
economic census data variables such as age, gender,
ethnicity, education, and media preferences (i.e. cate-
gories recognizable to media users and industry

representatives alike), Big Data technologies register
consumer choice, geographical position, web move-
ment, and behavioural information in technologically
complex ways that are too abstract for most laypeople
to appreciate the full consequences of. Much of the
current discussion on Big Data – in academia and in
business discourse – results from this shift in the
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Want to be on the top? 
Algorithmic power and 
the threat of invisibility on 
Facebook

Taina Bucher
University of Oslo, Norway

Abstract
This article explores the new modalities of visibility engendered by new media, with 
a focus on the social networking site Facebook. Influenced by Foucault’s writings on 
Panopticism – that is, the architectural structuring of visibility – this article argues 
for understanding the construction of visibility on Facebook through an architectural 
framework that pays particular attention to underlying software processes and 
algorithmic power. Through an analysis of EdgeRank, the algorithm structuring the flow 
of information and communication on Facebook’s ‘News Feed’, I argue that the regime 
of visibility constructed imposes a perceived ‘threat of invisibility’ on the part of the 
participatory subject. As a result, I reverse Foucault’s notion of surveillance as a form 
of permanent visibility, arguing that participatory subjectivity is not constituted through 
the imposed threat of an all-seeing vision machine, but by the constant possibility of 
disappearing and becoming obsolete.

Keywords
Algorithm, EdgeRank, Facebook, Foucault, Panopticon, subjectivity, visibility

One of the core functions of the media pertains to that of making something or some-
one visible. As the subtitle of Marshall McLuhan’s (1964) well-known work asserts, 
media are ‘extensions of man’ because they aid us in seeing and sensing what we 
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Algorithms,
Governance, and
Governmentality:
On Governing
Academic Writing

Lucas D. Introna1

Abstract
Algorithms, or rather algorithmic actions, are seen as problematic because
they are inscrutable, automatic, and subsumed in the flow of daily practices.
Yet, they are also seen to be playing an important role in organizing
opportunities, enacting certain categories, and doing what David Lyon calls
‘‘social sorting.’’ Thus, there is a general concern that this increasingly
prevalent mode of ordering and organizing should be governed more
explicitly. Some have argued for more transparency and openness, others
have argued for more democratic or value-centered design of such actors.
In this article, we argue that governing practices—of, and through algo-
rithmic actors—are best understood in terms of what Foucault calls
governmentality. Governmentality allows us to consider the performative
nature of these governing practices. They allow us to show how practice
becomes problematized, how calculative practices are enacted as tech-
nologies of governance, how such calculative practices produce domains of
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The philosophy of simulation: hot new issues or same
old stew?

Roman Frigg · Julian Reiss
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Abstract Computer simulations are an exciting tool that plays important roles in
many scientific disciplines. This has attracted the attention of a number of philoso-
phers of science. The main tenor in this literature is that computer simulations not
only constitute interesting and powerful new science, but that they also raise a host of
new philosophical issues. The protagonists in this debate claim no less than that sim-
ulations call into question our philosophical understanding of scientific ontology, the
epistemology and semantics of models and theories, and the relation between exper-
imentation and theorising, and submit that simulations demand a fundamentally new
philosophy of science in many respects. The aim of this paper is to critically evaluate
these claims. Our conclusion will be sober. We argue that these claims are overblown
and that simulations, far from demanding a new metaphysics, epistemology, seman-
tics and methodology, raise few if any new philosophical problems. The philosophical
problems that do come up in connection with simulations are not specific to simu-
lations and most of them are variants of problems that have been discussed in other
contexts before.

Keywords Simulation · Models · Computer experiments · Representation ·
Epistemology of simulation

1 Introduction

Computer simulations are an exciting tool that plays important roles in many scien-
tific disciplines, some of which owe their existence to increased computational power.1

1 Disciplines in which simulations are important include meteorology, nuclear physics, astrophysics,
evolutionary biology, decision theory, chaos theory and parts of complexity theory.
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An A–Z of Algorithmic Harms

‣ Accountability: ‘It was the algorithm, not me!’ 
‣ Competition: Centralisation of power 
‣ Control: Using data to make and sell models without permission 
‣ Dignity: Kafkaesque ‘computer says no’ 
‣ Discrimination: Machines re-producing and reinforcing biases 
‣ Manipulation: Microtargeting, censorship and democratic effects 
‣ Oversight: Intransparency preventing scrutiny 
‣ Privacy: Inference of especially sensitive data 
‣ Safety: Critical systems (e.g. cars, security)

See generally Lilian Edwards and Michael Veale (2017) Slave to the Algorithm? Why a ‘Right to an Explanation’ is Probably Not 
the Remedy You are Looking For. 16 Duke Law & Technology Review 18.
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An A–Z of Algorithmic Harms

‣ General Data Protection Regulation 
‣ Automated decisions, art 22 
‣ Information rights, arts 12–15 
‣ ‘Supercomplaintant’ system, art 80 
‣ Lawful basis for processing, art 6 
‣ Special category data, art 9 

‣ Equality Act 2010 (UK) 
‣ Draft ePrivacy Regulation 
‣ Competition Law, Labour Law, Product Liability […]

See generally Lilian Edwards and Michael Veale (2017) Slave to the Algorithm? Why a ‘Right to an Explanation’ is Probably Not 
the Remedy You are Looking For. 16 Duke Law & Technology Review 18.
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Two core machine learning tasks

Reinforcement learning is a further type, but we won’t go into that here as it has very few deployed uses.
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Machine learning as a process
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Not necessarily from 
the same jurisdiction!
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Where knowledge-generation is invasive 
where is it created? 
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(re)CAPTCHA: 
“Completely Automated Public Turing test to tell Computers and Humans Apart”
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@mikarvFor an extended account, see Michael Veale, Reuben Binns and Lilian Edwards (forthcoming) Algorithms that Remember: Model Inversion 
Attacks and Data Protection Law. Philosophical Transactions of the Royal Society A.

Compouding the issue: The rise of model trading

‣ Data protection has long (and in theory) limited the wholesale trade of 
personal data: under the GDPR, moreso. 

‣ Companies move to trading models rather than data. 
‣ Packaged models vs API access 
‣ Supported by specialised hardware and edge computing [e.g. CoreML]
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where personal data are 
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Article 13
Information to be 
provided where 

personal data are 
collected from the 

data subject 

Article 14 
Information to be 
provided where 

personal data have 
not been obtained 

from the data subject 

Article 15
Right of access by 

the data subject 
Identity and contact details of the data controller x x

Purposes of processing x x x
Legal basis x x

Categories of personal data concerned x x x
Recipients or categories of recipients of the personal data x x x

From which source the personal data originate x x
Storage limitation: period and criteria before deletion x x x

Legitimate interests used, where applicable x x x
Meaningful logic about significant automated decision-making x x x

A copy of personal data x
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Data controller 1

Data controller 2

Data controller 3

Data subject

Weak transparency 
around provenance 

Strong transparency 
around provenance
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On 25th May 
£10 fee 
No obligation to request by snail mail 
Can receive electronically in “commonly used format”
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@mikarvVeale, Binns and Edwards (forthcoming) Algorithms that Remember: Model Inversion Attacks and Data Protection Law  
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@mikarv*See the body of work in the area by Graham Greenleaf (available on SSRN). 
See also, somewhat surprisingly, the California Consumer Privacy Act 2018.

Extraterritorial Escapades    ⚖   🌍 🌏 🌎 ⚖

‣ EU data protection law is the strongest, and has severe extraterritorial 
effects: arguably the Brussels Effect on steroids (albeit enforcement Qs) 

‣ Many countries (e.g. the US) lack an omnibus governance framework for 
data (although global data privacy laws are more numerous by the 
month* and there is promise in the modernised Council of Europe 
Convention 108) 

‣ Despite this, common types of corporate surveillance and data 
processing legally permitted in many jurisdictions would be illegal in 
Europe and some other areas.
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‘Credence’ attributes

McCluskey, J., 2000. A game theoretic approach to organic foods: An analysis of asymmetric information and policy. 
Agricultural and Resource Economics Review, 29(1), pp.1–9. 
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Stop algorithms at the border?

‣ Can we stop unethical algorithms? 
‣ Other than the challenge of knowing which they are (to follow), legal 

barriers. 
‣ Repeated WTO cases (e.g. Dolphin Tuna, Shrimp and Turtle) which see 

considering credence attributes as a form of protectionism. Not directly 
appliable but similar concerns with privacy and GATS on services.
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Certification for privacy: certify the organisation?

‣ Turbulent history of privacy certification 
and seals in international data privacy 
law: applied to organisations, not 
datasets. 

‣ Long thought inadequate by scholars, 
Safe Harbour struck down by CJEU. 

‣ Self-certification with audit.

🏢
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Article 42 
Certification 

1. The Member States, the supervisory authorities, the Board and the Commission 
shall encourage, in particular at Union level, the establishment of data protection 
certification mechanisms and of data protection seals and marks, for the purpose 
of demonstrating compliance with this Regulation of processing operations by 
controllers and processors. 

[…]

4. A certification pursuant to this Article does not reduce the responsibility of the 
controller or the processor for compliance with this Regulation […] 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Certification for machine learning: certify the model?

‣ Datasets: can watermark and register 
them, also difficult to hide the source of 
high dimensional data. Need a ledger and 
infrastructure, but if the logic is that ‘only 
certified data can be used’, possible. 

‣ Models: Harder, as transfer learning and 
ever changing systems.
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Provenance-y tools for models rather than data

‣ ‘Which data were used to train this model’: possibility to verify using 
membership inference attacks. 

‣ Normal toolkit of e.g. hashing possible for single models, but becomes 
harder when transfer learning is involved 

‣ A wide array of sophisticated approaches to covertly integrate insights 
from unethical data into models could be envisaged, such as the use of 
synthetic data.
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Certification for machine learning: certify markets?

‣ Closer to chain of custody certification in 
commodities. 

‣ Can mandate record keeping, transmission of 
meta-data with certain models. 

‣ Requirement for e.g. cheaper business 
insurance. 

‣ Not applying substantive requirements on 
distant jurisdictions but encouraging 
transparency, responsible practices, risk 
management, indirectly.

🏦
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Governance challenges for ML credence certification

‣ Certification does not work in a legal vacuum, yet many countries have an 
effective privacy vacuum, even if on the statute books. 

‣ Who is the consumer? B2B for business risk, but where will pressure 
come from.  

‣ Technological aspects of ML systems differ from commodities: 
‣ Can augment, change them, trade them on. 
‣ Can copy them, access them remotely, deliver as good or service 
‣ Easy to train, and data/labelling can be cheap, while even DPAs cannot 

enforce existing law.
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Concluding remarks

‣ Certification and standards has been a large topic in governance 
‣ Often focussed on certain social and environmental issues, or technical 

standards. 
‣ ML brings new challenges from new areas of regulation, but also new 

technological quirks that may help or hinder these areas. 
‣ Thinking about ‘how certification might work’ in this area highlights the 

challenges posed by features of the technologies and issues itself to the 
necessary form of (even potentially) effective governance.



questions? 
tweet tweet: @mikarv 
papers on algorithmic explanations, 
empirical work on public sector ML, and more! 
http://michae.lv For early draft of this paper,  
e: m.veale@ucl.ac.uk

http://michae.lv

