Michael Veale @mikarv

Supporting Algorithm Accountability
using Provenance

King’s College London

12 July 2018

Department of Science, Technology,
Engineering & Public Policy
University College London

110 TOTALLY

ETHICAL BECAUSE
OUR CUSTOMERS

WOULD DO THE SAME
THING TO US 1IF

THEY COULD.

=) I<




FRANK PASQUALE

THE

L -

S sl

P

BLACK BOX ' ! me

Inte"igence on mass media audiences was founded on representative statistical sarr new philosophical issues. The protagonists in this debate claim no less than that sim-

Heuristics of the algorithm: Big Data,
user interpretation and institutional
| translation

Synthese (2009) 169:593-613
DOI 10.1007/511229-008-9438-z

The philosophy of simulation: hot new issues or same
old stew?

Roman Frigg - Julian Reiss

Goran Bolin and Jonas Andersson Schwarz

Received: 5 December 2007 / Accepted: 17 October 2008 / Published online: 4 December 2008
© Springer Science+Business Media B.V. 2008

Abstract Computer simulations are an exciting tool that plays important roles in
many scientific disciplines. This has attracted the attention of a number of philoso-
phers of science. The main tenor in this literature is that computer simulations not
only constitute interesting and powerful new science, but that they also raise a host of

market departments of media corporations The techniques for aggregating usel ulations call into question our philosophical understanding of scientific ontology, the

} { L. . R X epistemology and semantics of models and theories, and the relation between exper-
- | ubiquitous personal media (e.g. laptops, smartphones, credit cards/swipe cards imentation and theorising, and submit that simulations demand a fundamentally new
! \ (Y I T SR S S SURDI SN2 » PN - NSIDIE AR RO S SO SESNT SN NP NP philosophy of science in many respects. The aim of this paper is to critically evaluate
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Every day automated algorithms make decisions that can amplify the power of businesses and
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The Relevance of Algorithms

Tarleton Gillespie

5 forthcoming, in Media Technologies, ed. Tarleton Gillespie, Pablo Boczkowski,

\ and Kirsten Foot. Cambridge, MA: MIT Press.

Algorithms play an increasingly important role in selecting what information is considered most
relevant to us, a crucial feature of our participation in public life. Search engines help us navigate

massive databases of information, or the entire web. Recommendation algorithms map our
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\BSTRACT

lgorithms and decision making based on Big Data have be-
»me pervasive in all aspects of our daily lives lives (offline
nd online), as they have become essential tools in personal
nance, health care, hiring, housing, education, and poli-
es. It is therefore of societal and ethical importance to ask
hether these algorithms can be discriminative on grounds
ich as gender, ethnicity, or health status. It turns out that
1e answer is positive: for instance, recent studies in the con-
xt of online advertising show that ads for high-income jobs
re presented to men much more often than to women [5];
nd ads for arrest records are significantly more likely to
10w up on searches for distinctively black names [16].

This algorithmic bias exists even when there is no discrim-
lation intention in the developer of the algorithm. Some-

1. INTRODUCTION

At the beginning of 2014, as an answer to the growing
concerns about the role played by data mining algorithms in
decision-making, USA President Obama called for a review
of big data collecting and analysing practices. The resulting
report! concluded that “big data technologies can cause so-
cietal harms beyond damages to privacy.” In particular, it
expressed concerns about the possibility that decisions in-
formed by big data could have discriminatory effects, even
in the absence of discriminatory intent, further imposing less
favorable treatment to already disadvantaged groups.

In the data mining community, the effort to design
discrimination-conscious methods has developed two groups
of solutions: (1) techniques for discrimination discovery
from databases [13] and (2) discrimination prevention by

What does it mean for an algorithm to be biased? In U.S. law, unintentional bias is encoded via
disparate impact, which occurs when a selection process has widely different outcomes for different

eameaimn  Avratm Aam Sl Aemim A maan P ANy B | Thin Tanal datmcnnicnatinee ki ann An A AALIRLi A AL A

BIG DATA’S DISPARATE IMPACT Mireille Hildebrandt ¢ Serge Gutwirth

Abstract

Editors

Solon Barocas”
Andrew D. Selbst’

Big data claims to be neutral. It isn't.

Advocates of algorithmic techniques like data mining argue that
they eliminate human biases from the decision-making process. But an
algorithm is only as good as the data it works with. Data mining can inherit

that persist in society at large. Often, the “patterns” it discovers are simply

preexisting societal patterns of inequality and exclusion. Unthinking o o

reliance on data mining can deny members of vulnerable groups full Cltl Zen
participation in society. Worse still, because the resulting discrimination is

almost always an unintentional emergent property of the algorithm’s use

rather than a conscious choice by its programmers, it can be unusually

hard to identify the source of the problem or to explain it to a court.

This Article examines these concerns through the lens of American
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This paper explores how accountability might make otherwise ot
and inaccessible algorithms available for governance. The potential ii
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Governance by algorithms
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On Governing
Academic Writing

Lucas D. Introna'

Abstract
Algorithms, or rather algorithmic actions, are seen as problematic because

Abstract: Algorithms are increasingly often cited as one of the fundamental shaping devices of they are inscrutable, automatic, and subsumed in the flow of daily practices.

our daily, immersed-in-information existence. Their importance is acknowledged, their

Yet, they are also seen to be playing an important role in organizing
opportunities, enacting certain categories, and doing what David Lyon calls

performance scrutinised in numerous contexts. Yet, a lot of what constitutes 'algorithms' beyond “social sorting.” Thus, there is a general concern that this increasingly
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their broad definition as “encoded procedures for transforming input data into a desired output,

based on specified calculations” (Gillespie, 2013) is often taken for granted. This article seeks to
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professional community) that insists on accountability, in which agents are
expected to answer for their work, signals esteem for high-quality work, and
encourages diligent, responsible practices. Furthermore, where lines of account-
ability are maintained, they provide the foundations for just punishment as well
as compensation for victims. By contrast, the absence of accountability means
that no one answers for harms and risks. Insofar as they are regretted, they are
seen as unfortunate accidents—consequences of a brave new technology. As with
accidents due to natural disasters such as hurricanes and earthquakes, we
sympathize with the victims’ losses, but do not demand accountability.

This article maintains that accountability is systematically undermined in our
computerized society— which, given the value of accountability to society, is a
disturbing loss. While this systematic erosion of accountability is not an
inevitable consequence of computerization, it is the inevitable consequence of
R » several factors working in unison—an overly narrow conceptual understanding
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Want to be on the top?
Algorithmic power and
the threat of invisibility
Facebook
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Abstract

This article explores the new modalities o
a focus on the social networking site Facel
Panopticism — that is, the architectural st
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Paper prepared for the “Governing Algorithms” conference,
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Is there an ethics of algorithms?

Felicitas Kraemer - Kees van Overveld -

COMPUTING AND ACCOUNTABILITY Vi e

teacher stands before her sixth-grade class
demanding to know who shot the spitball in her
ear. She threatens punishment for the whole class
if someone does not step forward. Eyes are cast
downward and nervous giggles are suppressed as
a boy in the back row slowly raises his hand.

the teacher intentionally or merely missed his
true target, whether he acted alone or under

In an increasingly computerized socicty,
where computing, and its broad application,
brings dramatic changes to our way of life, and
exposes us to harms and risks, accountability is
very important. A community (a soclety or
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Abstract We argue that some algorithms are value-laden,  detail how to solve a problem. Both ¢

e . and that two or more persons who accept different value- use algorithms for solving a wide
) lhel boy in the back row has answered for judgments may have a rational reason to design such  However, in this paper we shall be e
his actions. We do not know whether he shot at algorithms differently. We exemplify our claim by dis-  with algorithms implemented in com

goading from classmates, or even whether the STUDIES

spitball was in protest for an unreasonable action IN APPLIED

taken by the teacher. While all of these factors are Bart Custers PHILOSOPHY,
relevant to determining a just response to the Toon Calders EPISTEMOLOGY
boy’s action, the boy, in accepting responsibility AND

f()ryhis action, has fulfilled the valuable social Bart Schermer RATIONAL
obligation of accountability. Tal Zarsky (Eds.) ETHICS o
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» Accountability: ‘It was the algorithm, not me!’

» Competition: Centralisation of power

» Control: Using data to make and sell models without permission
» Dignity: Kafkaesque ‘computer says no’

» Discrimination: Machines re-producing and reinforcing biases

» Manipulation: Microtargeting, censorship and democratic effects
» Oversight: Intransparency preventing scrutiny

» Privacy: Inference of especially sensitive data

» Safety: Critical systems (e.g. cars, security)



» General Data Protection Regulation
» Automated decisions, art 22
» Information rights, arts 12-15
» ‘Supercomplaintant’ system, art 80
» Lawful basis for processing, art 6
» Special category data, art 9
» Equality Act 2010 (UK)
» Draft ePrivacy Regulation
» Competition Law, Labour Law, Product Liability [...]






Two core machine learning tasks

Supervised learning Unsupervised learning

et s PR on

labelled unlabelled
data data
cluster
\q\/
when “correct” values are possible when “correct” values are less possible

STE[a]PP Reinforcement learning is a further type, but we won’t go into that here as it has very few deployed uses. @mikarv



Machine learning as a process
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suinea-Pig City

Will Toronto turn its residents into Alphabet’s experiment? The answer has implications for cities everywhere.
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The ethics of global clinical trials

In developing countries, participation in clinical trials is sometimes the only way to access medical
treatment. What should be done to avoid exploitation of disadvantaged populations?

Katrin Weigmann

linical research by academic institu-

tions and pharmaceutical companies

has followed the general trend of
globalization and has moved inexorably
towards low- and middle-income countries
(LMIC). This trend has raised various
concerns, including whether the research
being conducted is of value to public health
in these countries or whether economically
disadvantaged populations are being
exploited for the benefit of patients in rich
countries. Nevertheless, clinical trials and

vaccine in Europe or North America would
be relatively futile given the lack of patients.
Beyond the obvious and direct public health
benefits—in terms of both new knowledge
and new treatments—clinical research also
helps to build research and health care
capacity and can improve local infrastructure
and boost the economy. In fact, many
developing countries have been actively
trying to attract clinical research for these
reasons.

From the perspective of those conducting

deformations of their extremities; it subse-
quently became clear that thalidomide, a
sedative developed by the German company
Griinenthal, caused birth defects in babies
whose mothers had been taking the drug
during pregnancy. Public outrage over the
devastating effects of the drug and the fact
that it had not been sufficiently tested for
safety fuelled discussion within the US Food
and Drug Administration (FDA) and quickly
led to legislation to improve the safety test-
ing of new drugs. The so-called Kefauver-

scientificamerican.com

Most Experimental Drugs are Tested
Offshore—Raising Concerns about Data

Rebecca Robbins, STAT

13-17 minutes

The clinical trial for a herpes vaccine flouted just about every norm
in the book: American patients were flown in to the Caribbean
island of St. Kitts for experimental injections. Local authorities didn’t
give permission. Nor did the Food and Drug Administration. Nor did
a safety panel.

That’s why the trial — run by a startup that has since received
funding from billionaire investor Peter Thiel — prompted
widespread alarm and censure when it was reported last week by
Kaiser Health News.

But in some respects, the herpes vaccine trial isn’t all that unusual.
Nearly all drug makers seeking U.S. approval today rely in part on
overseas locations and populations to test their drugs, the result of
a decades-long push by industry to try to cut costs and speed
recruitment of patients. In fact, a STAT analysis found that 90
percent of new drugs approved this year were tested at least in part
outside the U.S. and Canada.
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HELP OUR AI TO LEARN EMPATHY

Which image makes you feel more empathic towards victims of Syria crisis?
Help our Al to learn empathy: select which images are more likely to inspire empathy and help us train our algorithm to get better.

CLICK HERE TO TAKE THE SURVEY

(Survey images might contain sensitive and graphic content.)



Progress: 46/50

HELP OUR AI TO LEARN EMPATHY!
CLICK ON WHICH IMAGE MAKES YOU FEEL MORE EMPATHETIC TOWARDS VICTIMS OF THE CRISIS IN SYRIA.

Progress: 14/50
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ADRIAN CHEN BUSINESS 10.23.14 6:30 AM

T1E LABORERS WHO hEEP
DIGh PICN AND BEHEADING
OUT OF YOUR FACEBOOR FEED

A contractor at the Manila office of TaskUs. a firm that provides content moderation

services to U.S. tech companies. MOISES SAMAN/MAGNUM

@mikarv



Compouding the issue: The rise of model trading

» Data protection has long (and in theory) limited the wholesale trade of
personal data: under the GDPR, moreso.

» Companies move to trading models rather than data.
» Packaged models vs API access
» Supported by specialised hardware and edge computing [e.g. CoreML]

STE a PP For an extended account, see Michael Veale, Reuben Binns and Lilian Edwards (forthcoming) Algorithms that Remember: Model Inversion

eree - Attacks and Data Protection Law. Philosophical Transactions of the Royal Society A. @mikarv



3 Google Cloud Q  Search CONSOLE

Why Google Products Solutions Launcher Pricing Security Customers Documentation Support Partners CONTACT S

Train Custom Machine Learning Models

Cloud AutoML is a suite of Machine Learning products that enables developers with limited machine learning R

expertise to train high quality models by leveraging Google's state of the art transfer learning, and Neural

Architecture Search technology. A = s

AutoML Vision is the first product to be released. It is a simpl d flexible ML service that lets you trai = —_— = —
uto ision is the first product to be released. It is a simple, secure and flexible service that lets you train . — I pos . P . —

custom vision models for your own use cases. Soon, Cloud AutoML will release other services for all other major

fields of Al.

99% Deep V | V-Neck 99% Easily train custom vision models

With Cloud AutoML, you can bring your training data to create your own custom vision model

with minimum Machine Learning skills required. Start with as little as a few dozen photographic

99% Scoop Crew 99%

:i F samples and Cloud AutoML will do the rest.




TenSOI'HOW ™ Install Develop APIr1.8 Deploy Extend Community Versions

Develop

GET STARTED PROGRAMMER'S GUIDE TUTORIALS PERFORMANCE MOBILE HUB JAVASCRIPT

S Introduction to TensorFlow Lite
& Developer Discover Design Develop Distri  tensorFlow Lite TensorFlow Lite is TensorFlow’s lightweight solution for mobile and embedded devices. It enables on-device machine
Introduction to TensorFlow Lite learning inference with low latency and a small binary size. TensorFlow Lite also supports hardware acceleration with the
IOS Overview iPhoneX iPad  Machine Developer Guide Android Neural Networks API.

Build more intelligent apps with
machine learning.

Take advantage of Core ML a new foundational machine learning framework
used across Apple products, including Siri, Camera, and QuickType. Core ML
delivers blazingly fast performance with easy integration of machine learning
models enabling you to build apps with intelligent new features using just a few
lines of code.

@mikarv



Article 13 Article 14 Article 15

Information to be provided = Information to be provided = Right of access by the data

where personal data are = where personal data have subject
collected from the data not been obtained from the
subject data subject
(if you can’t contact them, publish (upon email)

(at point of collection) online)



Article 13 Article 14

Information to be Information to be
provided where provided where _
personal dataare  personal data have Article 15
collected from the not been obtained Right of access by
data subject from the data subject the data subject

Identity and contact details of the data controller _—_

Purposes of processing [ e [

Legal basis [ e

Categories of personal data concerned _—_

Recipients or categories of recipients of the personal data _—_
From which source the personal data originate _—_

Storage limitation: period and criteria before deletion _—_
Legitimate interests used, where applicable _—_

Meaningful logic about significant automated decision-making _—_
A copy of personal data [ e

@mikarv



Strong transparency
around provenance

Data controller 1

Data controller 2

Data controller 3

Weak transparency
around provenance



UBER Help

We're here to help Q,

REQUESTING DATA FROM UBER >

To request access to your data, a copy of your data, or a correction to your data, please
submit your request in writing.

IF YOU RESIDE IN THE U.S.:
Uber Technologies, Inc.

Attn. Legal On 25th May
1455 Market Street, Suite 400 £_:|:9_.|:_ee

San Francisco, CA 94103

IF YOU RESIDE OUTSIDE THE U.S:: . . . {1 1}
Uber B.V.

Attn.: Legal

Meester Treublaan 7

1097 DP Amsterdam

Netherlands

@mikarv



International Data Privacy Law, 2018, Vol. 8, No. 1

Shattering one-way mirrors — data
subject access rights 1n practice

Jef Ausloos™ and Pierre Dewitte™

"This type of legislation is the reason we incorporated *****
in the US and not in Belgium. In reality, real users never
ask for this type of information. They just delete their
account. Our work is to [...] in the most trustworthy way.
We have now deleted your account and have no data on file
anymore, apart from this email in a separate customer sup-
port system. We have hereby fulfilled your request. And for
all clarity: we treat real users and their privacy with the
utmost respect. But we don’t spend expensive resources to
respond to frivolous requests’.

‘Good morning. ***** being a masculine name, “Dear
Sir” will suffice. We really don’t have time for this; please
look at our privacy policy, all your questions are
answered. If you wish to erase your data, you are perfectly
entitled to’.

When questioned about the progress of the access
request, that same provider replied:

‘1 can’t manage to motivate the developers’ (translated
from French).

@mikarv



Applies to data
What about systems?

variables variables
a b C C d e
" machine <>
S 1 ) learning
S training
3 2 3 ﬁ:
@
S 3 4 C{
mode
dataset A dataset B
<> a b ¢ d e
+ = : model inversion
R A a b c isinB
] _ v : membership inference
+ = 3 Y

Veale, Binns and Edwards (forthcoming) Algorithms that Remember: Model Inversion Attacks and Data Protection Law



Extraterritorial Escapades . @ @ @ L

» EU data protection law Is the strongest, and has severe extraterritorial
effects: arguably the Brussels Effect on steroids (albeit enforcement Qs)

» Many countries (e.g. the US) lack an omnibus governance framework for
data (although global data privacy laws are more numerous by the

month* and there is promise in the modernised Council of Europe
Convention 108)

» Despite this, common types of corporate surveillance and data

processing legally permitted in many jurisdictions would be illegal in
Europe and some other areas.

% QTEEPP *See the body of work in the area by Graham Greenleaf (available on SSRN).
: :? ied in F .‘G-I‘t‘) [

wren See also, somewhat surprisingly, the California Consumer Privacy Act 2018. @mikarv



‘Credence’ attributeﬁl

t

Yt SSEE BER




» Can we stop unethical algorithms?

» Other than the challenge of knowing which they are (to follow), legal
barriers.

» Repeated WTO cases (e.g. Dolphin Tuna, Shrimp and Turtle) which see
considering credence attributes as a form of protectionism. Not directly
appliable but similar concerns with privacy and GATS on services.






Certification for privacy: certify the organisation?

» Turbulent history of privacy certification
and seals in international data privacy
law: applied to organisations, not
datasets.

» Long thought inadequate by scholars,
Safe Harbour struck down by CJEU.

» Self-certification with audit.

@mikarv



Article 42
Certification

1. The Member States, the supervisory authorities, the Board and the Commission
shall encourage, in particular at Union level, the establishment of data protection
certification mechanisms and of data protection seals and marks, for the purpose
of demonstrating compliance with this Regulation of processing operations by
controllers and processors.

4. A certification pursuant to this Article does not reduce the responsibility of the
controller or the processor for compliance with this Regulation [...]



» Datasets: can watermark and register
them, also difficult to hide the source of
high dimensional data. Need a ledger and
infrastructure, but if the logic Is that ‘only
certified data can be used’, possible.

» Models: Harder, as transter learning and
ever changing systems.




» “‘Which data were used to train this model’: possibility to verify using
membership (nference attacks.

» Normal toolkit of e.g. hashing possible tor single models, but becomes
harder when transfer learning is involved

» A wide array of sophisticated approaches to covertly integrate insights
from unethical data into models could be envisaged, such as the use of
synthetic data.



» Closer to chain of custody certification in
commodities.

» Can mandate record keeping, transmission of
meta-data with certain models.

» Requirement for e.g. cheaper business
Insurance.

» Not applying substantive requirements on
distant jurisdictions but encouraging
transparency, responsible practices, risk
management, indirectly.




Governance challenges for ML credence certification #

» Certification does not work in a legal vacuum, yet many countries have an
effective privacy vacuum, even If on the statute books.

» Who Is the consumer? B2B for business risk, but where will pressure
come from.

» Technological aspects of ML systems differ from commodities:
» Can augment, change them, trade them on.
» Can copy them, access them remotely, deliver as good or service

» Easy to train, and data/labelling can be cheap, while even DPAs cannot
enforce existing law.
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Concluding remarks

» Certification and standards has been a large topic in governance

» Often focussed on certain social and environmental issues, or technical
standards.

» ML brings new challenges from new areas of regulation, but also new
technological quirks that may help or hinder these areas.

» Thinking about ‘how certification might work’ in this area highlights the
challenges posed by features of the technologies and issues itself to the
necessary form of (even potentially) effective governance.

@mikarv
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